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Introduction

Threat intelligence is rapidly becoming an ever-higher business
priority. There is a general awareness of the need to 'do’ threat
intelligence, and vendors are falling over themselves to offer a
confusingly diverse array of threat intelligence products.

Figure 1: Google results for “threat intelligence” from different years
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The promise of threat intelligence is alluring.
It should help organisations to understand
and manage business risk — to turn unknown
threats into known and mitigated threats,
and to improve the effectiveness of defence.
After all, targeted attacks need targeted
defence. If analysis is performed correctly,
the products of threat intelligence can be
genuinely useful to a business, providing
real benefits at all levels, from on-the-
ground defenders to the board.

However, threat intelligence is currently
very loosely defined, with little agreed
consensus on whatitis and how to use it.
There is arisk that in the hurry to keep
up with the threat intelligence trend,
organisations will end up paying large

amounts of money for products that are
interesting but of little value in terms of

improving the security of their business.
‘Doing’ threat intelligence is important —
but doing it right is critical.

To address this, MWR InfoSecurity reviewed
the area and designed a framework for
threat intelligence that can be scaled to
different sectors, sizes of organisation,

and organisational goals. The paperis

the product of literature reviews, internal
experience, and a large number of interviews
with people involved in threat intelligence
and related fields across a range of
organisations.
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What is Threat Intelligence?

What is Intelligence?

Figure 2:

Intelligence is regularly defined as
information that can be acted upon to
change outcomes. It’s worth considering
traditional intelligence before exploring
threat intelligence, as in many ways the
latteris simply traditional intelligence
applied to cyber threats.

Since Donald Rumsfeld’s DoD briefing

in 2002, the concept of ‘knowns’ and
‘unknowns’ tends to appear regularly in
discussions on the subject of intelligence.
An ‘unknown unknown’ is a threat or risk
that we don’t know we don’t know about—in
other words, we have no idea that the threat
even exists. For example, we are completely
unaware that someone is waiting outside
the office to attack the CEO. A ‘*known
unknown’ is something we know that we
don’t know: perhaps we’ve been told that
the CEO is going to be attacked outside the
office, but we have no details as to who,
why, when or how.

One description of threat intelligence

is the process of moving topics from
‘unknown unknowns’ to ‘known unknowns’
by discovering the existence of threats, and
then shifting ‘known unknowns’ to ‘known
knowns’, where the threat is well understood
and mitigated. For example, once we’ve been
told the CEO is going to be attacked outside
our office, we find out who the attackers

are and what weapons they’re carrying;

and then inform the CEO so that travel plans
can be changed — or the attackers arrested
before the incident takes place.
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Understandably, the aimis to have the
majority of risks in the ‘*known knowns’
category, while developing some current
‘known unknowns’ and allowing as few
threats as possible to remain as ‘unknown
unknowns’. However, this is a considerable
challenge in traditional intelligence and
equally so when applied to cyber threats.
The Butler Review of Intelligence on
Weapons of Mass Destruction noted a
limitation of intelligence, in that it is often
incomplete and seldom obtains the whole
story —as intelligence inherently seeks

to gain knowledge of things that others
are working to obscure'. Furthermore, the
report commented that, “The necessary
protective security procedures with which
intelligence is handled can reinforce a
mystique of omniscience.”

It could be argued that the NDAs (non-
disclosure agreements), marketing and
sheer price of cyber threat intelligence
can contribute to the same perception
of omniscience by its consumers.

Different Definitions

In the world of information and cyber
security, threat intelligence is a young

field and there are large numbers of threat
intelligence vendors and advisory papers
that describe very different products and
activities under the banner of ‘threat
intelligence’. As with traditional intelligence,
a core definition is that threat intelligence
is information that can aid decisions,

with the aim of preventing an attack or
decreasing the time taken to discover an
attack. Intelligence can also be information
that, instead of aiding specific decisions,
helps toilluminate the risk landscape.

However, the nature of that information
can vary greatly, often with almost no
commonality or comparability among the
various threat intelligence offerings. Prices
for similarly positioned (but very different)
offerings can also vary wildly, with 100-fold
variations in product pricing from different
providers —even when the products claim
to meet the same need.

The products and services sold as threat
intelligence can vary enormously in their
scope, usability, aims and content. For
example, at a high level, some products
come in the form of prose that explains
developmentsin a particular area, while at
alower level, others might be a stream of
XML-formatted indicators of compromise,
such as IP addresses or binary hashes.

Even within similarly placed sources, such
as feeds of indicators of compromise, there
isvery little overlap between competing
products. Recent research suggests thatin
three popular feeds of flagged IP addresses,
containing more than 20,000 IP addresses
in total, there was as little as a 1% overlap?.
This suggests that either attackers are
using huge numbers of IP addresses and
even well-known feeds see only a small
part of the picture, or only a minority of IP
addresses contained within the feeds are
of intelligence value. It’s likely that the
truth is a mixture of both explanations.

As market demand for threat

intelligence grows, with a large number

of organisations either interested in
products or actively building programmes,
some vendors are offering existing products
—or subtly reworked versions of existing
products — as ‘threat intelligence’. At the
more cynical end of the spectrum, it’s been
suggested that threat intelligenceis ata
threshold where it could become either
useful, or simply antivirus signatures by
another name...and at a higher price?.
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Subtypes of Threat Intelligence With so many different sources falling into
the category of threat intelligence, it can
Any information about threats that be useful to have subdivisions to focus
could inform decisions is arguably threat effort and better manage the information.
intelligence. This broad definition For example, a prose report of national
obviously covers a huge variety of sources activity is not comparable to an IP address
and information, from watching a TV news and cannot be actioned in the same way.

report about how attackers are exploiting

a flaw, to a quiet drink with a friend at a
competing organisation who mentions
they are seeing more phishing with PDF
documents. Organisations that make good
use of these relatively abstract sources will
often be more resilient and aware of threats
than organisations that make poor use of
expensive products.

Identifying subtypes of threat intelligence
can be based on who consumes the
intelligence and what it aims to achieve.
We propose a model that breaks down
threat intelligence into four distinct
categories based on consumption.

Each areais discussed in depth in later
sections, but the following is a summary
of the four categories:

Figure 3: Subtypes of threat intelligence
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Strategic Threat Intelligence is high-level
information, consumed at board level or by
other senior decision-makers. It is unlikely
to be technical and can cover such things as
the financial impact of cyber activity, attack
trends, and areas that mightimpact on
high-level business decisions. An example
would be areport indicating that a particular
government is believed to hack into foreign
companies who have direct competitors
within their own nation, hence a board
might consider this fact when weighing

up the benefits and risks of entering that
competitive marketplace, and to help

them allocate effort and budget to mitigate
the expected attacks. Strategic threat
intelligence is almost exclusively in the

form of prose, such as reports, briefings

or conversations.

Operational Threat Intelligence is
information about specificimpending
attacks against the organisation and is
initially consumed by higher-level security
staff, such as security managers or heads of
incident response. Any organisation would
dearly love to have true operational threat
intelligence, i.e. to know which groups are
going to attack them, when and how — but
suchintelligence is very rare. In the majority
of cases, only a government will have the
sort of access to attack groups and their
infrastructure necessary to collect this

type of intelligence. For nation-state threats,
it simply isn’t possible for a private entity

to legally gain access to the relevant
communication channels and hence good
operational threat intelligence won’t be an
option for many. There are cases, however,
where operational intelligence might be
available, such as when an organisation is
targeted by more public actors, including
hacktivists. It is advisable for organisations
to focus on these cases, where details of
attacks can be found from open source
intelligence or providers with access to
closed chat forums. Another form of
operational threat intelligence that might be

mwrinfosecurity.com | CPNIl.gov.uk | cert.gov.uk
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available is that derived from activity-based
attacks: where specific activities or eventsin
the real world result in attacks in the cyber
domain. In such instances, future attacks
can sometimes be predicted following
certain events. This linking of attacks to
real-world events is common practice in
physical security but less commonly seen

in cyber security.

Tactical Threat Intelligence is often
referred to as Tactics, Techniques, and
Procedures (TTPs) and is information about
how threat actors are conducting attacks.
Tactical threat intelligence is consumed

by defenders and incident responders to
ensure that their defences, alerting and
investigation are prepared for current
tactics. For example, the fact that attackers
are using tools (often Mimikatz derivatives)
to obtain cleartext credentials and then
replaying those credentials through PsExec
is tactical intelligence that could prompt
defenders to change policy and prevent
interactive logins by admins, and to ensure
logging will capture the use of PsExec*.
Tactical threat intelligence is often gained
by reading white papers or the technical
press, communicating with peersin other
organisations to learn what they’re seeing
attackers do, or purchasing from a provider
of suchintelligence.

Technical Threat Intelligence is
information (or, more often, data) that is
normally consumed through technical
means. An example would be a feed of IP
addresses suspected of being malicious or
implicated as command and control servers.
Technical threat intelligence often has a
short lifetime as attackers can easily change
IP addresses or modify MD5 sums, hence
the need to consume such intelligence
automatically. Technical threat intelligence
typically feeds the investigative or
monitoring functions of a business, by —

for example —blocking attempted
connections to suspect servers.

One Source, Multiple Intelligence Types

While a single source tends to provide
intelligence of only one specific type —

for example, a data feed that is useful only
as technical threat intelligence — many
useful sources can provide multiple types
of intelligence that can be analysed and
turned into different products for effective
consumption.

Anincreasingly common practice is for
private organisations to publish white papers
on attack groups or campaigns. A single
document can contain almost all types
of intelligence. For example, the fact
that hackers believed to be working for

a particular nation state have been
attacking a specific industry sectoris
strategic intelligence. The details of their
modus operandi, tooling and capabilities
is tactical intelligence and can inform
defences, while the list of MD5/SHA-1
hashes of binaries that often appearsin
appendices is technical intelligence that
can be used for investigation.

Few, if any, of these reports contain
operational threat intelligence as, by the
definition given in this paper, the report
would need to contain details of a specific
impending attack.

mwrinfosecurity.com | CPNIl.gov.uk | cert.gov.uk
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How Do You Build and Evaluate a
Threat Intelligence Programme?

The Threat Intelligence Cycle

An effective threat intelligence (T1)
programme will have a number of areas of
focus. The breakdown of threat intelligence
into specific functions is more scalable, as
staff are likely to be better skilled at specific
aspects of intelligence. Individual parts of
the cycle can be focused on and developed,
while it will be easier to track insufficient
results from the programme to

specific weaknesses.

An oft-quoted model is the ‘intelligence
cycle’. The stepsin the cycle are as follows?®.

0‘\).\(e\‘\-\ents
Q~°

J

Requirements: A step that is often
overlooked is also the key to a successful
programme. Decision-makers need to
identify what they specifically want to know
and what the Tl programme should be telling
them. For example, a requirement might be:
“Inform us of all publically known, widely
exploited vulnerabilities within one day of
them becoming known.” This can also be
referred to as ‘tasking’. For example, if a
company were considering a partnership
with an organisation from country X, the

Tl team could be tasked with understanding
whether country X is known to abuse such
relationships, and what technical tools

and tactics have been used to do so.
Requirements can also be more demanding
of Tl teams, such as, “Obtain details and
samples of the majority of criminal outfits’
remote access toolkits for our forensic
teams.” Tl teams need to work with
decision-makers to agree on requirements
that are not only feasible but, crucially,

that will supply products on which the
organisation will be able to act.

Collection: The step that can dominate
much of a Tl budget is collecting the
information or data that is expected,

once analysed, to fulfil the requirements.
The information can come from a large
variety of sources, such as news feeds,
paid-for services or feeds, forums, white
papers, or even human sources. Almost all
paid-for threat intelligence from vendors
comes under this category and will require
some form of analysis. Understanding which
sources are likely to produce the desired
information, to be reliable and to provide
information that can be consumed in a
timely manner, is not a trivial process, and it
is far better to ‘pour a measure of spirits than
to try sipping from a fire hose’. Collection

for specific subtypes of intelligence will be
discussed in later sections.

The value of collecting from

human sources should not be
underestimated. In traditional
intelligence, covert sources are
normally tapped to provide intelligence,
butin threat intelligence the focus

is on sharing information through
relationships with peersin other
companies in the same (or

potentially other) market sectors.

The ability to have a quiet catch-up
with a peer and ask whether they saw
increased activity once they became
involved with country X can provide
highly useful information. However, it’s
important to do so in a way that doesn’t
tip off a competitor to unreleased
business plans. Trusted forums and
relationships can help an organisation
share information safely —and also help
others to trust the information received.

Analysis: Turning data into information
that can be actioned often requires
analysis®. In some cases, analysis will be
relatively simple, e.g. parsing a feed into a
firewall deny-and-alert ruleset. In other
cases it will require extracting the relevant
information from a larger work, such as a
report, and understanding which elements
apply to the organisation’s assets. An
important role for the analyst is to look

for opportunities to create new types of
intelligence through synthesis from current
intelligence. For example, an analyst might
spend time reading through white papers to
extract indicators of compromise, and

also identifying operational intelligence
that can be given to network defenders.
Or, after reading such papers and other
sources, the analyst might identify

trends that can be drawn together into

a strategic intelligence product for

higher management. An interplay between
collection and analysis often occurs, where
analysts realise that the collection is not
producing the required raw material; or
perhaps that different information needs
to be collected for appropriate analysis.
Collection can then be altered and

analysis continued.

mwrinfosecurity.com | CPNIl.gov.uk | cert.gov.uk
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Production / Dissemination: In this stage,
anintelligence ‘product’is created and
disseminated to the customers (senior
executive officers, network architects,
defenders, etc.). The product will vary,
depending on the subtype of intelligence
and the customer. For example, it might
require a three-line report to the board,

a white paper to defenders, or simply an
approved rule added to defence hardware.

Evaluation: Another frequently neglected
phase of threat intelligence (if modelled on
traditional intelligence) is the evaluation

of the intelligence product to ensure it
meets the original requirements. If the
requirements have been met, then the
product can further feed the requirements
to help develop new, deeper requirements
that build upon the intelligence product —
and the intelligence cycle can repeat. If the
produced threat intelligence does not meet
requirements, then it suggests a failure at
some point, and the cycle model can be
used to establish where the failure occurred.
Were the requirements unrealistic? Did the

collection use the wrong sources? Was the
data contained within the sources but not
drawn out during analysis, or did the final
product not contain the intelligence gained?

A Modified Tl Functional Flow

In 1996, the United States Senate Select
Committee on Intelligence published a
study on how the intelligence community
might look in the 21st Century if it were
redesigned from scratch. This study
proposed a functional flow for intelligence
that can be used as the basis for a mature,
scalable Tl programme, as shown in figure 4.

Although similar to the threat intelligence
cycle, there are some subtle differences.
The functional flow differentiates between
intelligence management and execution,
and this distinction can be useful when
building and managing an organisation’s
teams. Requirements remain the
cornerstone and a good entry pointinto
the cycle. Requirements drive collection
and analysis management, with resources

Figure 4: A modified threat intelligence functional flow

balanced between them as necessary —and
open to changes as the cycle progresses.
Collection feeds analysis, but analysis also
informs and modifies collection to

ensure the necessary data is gathered.

The products are then evaluated against
the requirements, which helps to set the
requirements for the next cycle.

Animportant departure from the traditional
threat intelligence cycle is that resources
can be used to develop systems and
capabilities of potential use to both
collection and analysis, based on advice
from the collection and analysis functions.
Applied to a Tl programme, this might mean
that new feeds are required, or new systems
to parse and process the feeds, or perhaps
thereis a need to develop analytical engines.
As an example, analysts might raise the

fact that some elements of the information
they are collecting are not currently being
analysed and acted upon. It might be wise
to modify the requirements to include that
information, or the issue could simply be
that analysts lack sufficient staff or systems
to analyse the collected data effectively.
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Adapted from: http://www.gpo.gov/fdsys/pkg/GPO-IC21/html/figurela.gif
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How to Build a Threat Intelligence
Programme

As previously stated, it’s crucial that threat
intelligence is ‘requirements focused’,

with the requirements phase of the threat
intelligence flow defining the questions that
need to be answered. Since the definition

of both traditional and threat intelligence is
information that can be acted upon, it’s only
logical that organisations should also ensure
they will be able to act on the answers they
seek. Resources and tasking will be required
by both the threat intelligence function

and whoever intends to act on the resulting
intelligence. There is little point, for
example, in obtaining a list of MD5/SHA-1
hashes if the organisation has no ability to
search for binaries with those hashes on

its network or hosts.

Once requirements have been decided, the
next step is to identify the sources from
which information and data will be collected,
along with the analysis necessary to produce
actionable threat intelligence.

How Not to Build a Threat Intelligence
Programme

The majority of Tl programmes that are
failing to provide meaningful intelligence
and business value have factors in
common when it comes to how they

were built. Typically, senior management
decided that a threat intelligence team was
necessary, a decision based on interactions
with peers, writings in the field or even
vendor pitches. Rather than the
requirements driving the establishment

of teams, the perceived need simply to
have a team drove the whole process.

It’s not unknown for senior staff to muse,
“We don’t know what threat intelligence is,
but we know we need it.”

In the absence of clearly defined
requirements, these teams, once created,
search for something to offer as threat
intelligence, and often end up simply
consuming whatever vendors are selling.
This can be defined as ‘collection-focused

threat intelligence’ that seeks to consume
feeds — or whatever is in vogue —in the hope
of extracting meaning, and it rarely offers
significant benefits to the organisation.

Official or Unofficial?

Many organisations have, or are currently
building, dedicated threat intelligence
teams with full-time staff members and

a budget for hardware and software to
manage the intelligence feeds. However,
other organisations are benefiting from
threat intelligence without any dedicated
staff or specific budget and, in some cases,
might not even be aware that they are
effectively ‘doing’ threat intelligence.

Returning to this work’s definition of threat
intelligence as information on threats that
isactionable, organisations can obtain and
act on information without any full-time
staff dedicated solely to that purpose.

A number of organisations have engaged
staff members who, by merit of their reading
around the subject and staying abreast

of developments in security, as well as
participating in forums such as CiSP’, have
awell-developed understanding of the
threats to their business and developments
in attacker methodology. In small
organisations, these individuals are often
the ones who directly act on the information
—by changing group policy to prevent a
certain type of attack, or adding a block
rule to a firewall. Although there is no
specific process or team, they are setting
requirements (they seek awareness of
threats to their business), collecting
information (reading blogs, twitter, forums,
etc.), analysing information (realising they
are running services that are vulnerable)
and acting on that information (patching
services). A subconscious evaluation then
occurs, where they realise that certain
blogs are better than others or certain
companies produce reports that are more
directly useful.

In cases where unofficial threat intelligence
is already taking place in the business, staff
members should be encouraged.

The further development of threat
intelligence should focus on supporting
such efforts, with management identifying
the areas in which to put resources
(including both money and allocated time)
to develop the function further.

Where organisations desire an official threat
intelligence function, itis important to staff
it with team members who have the right
mentality to seek out the information, as
well as a level of technical and business
understanding to be able to draw the right
conclusions —and then apply their findings
to the business’s assets. Some aspects of
the threat intelligence team’s work, such

as certain types of collection, can also be a
good place to start more junior members
on their security careers. It will expose
young employees to interesting aspects of
the team’s activities, provide experience of
distilling technical information into products
for more senior audiences, and utilise their
probable familiarity with such sources as
twitter, blogs and white papers.

Ex-Bonds or Joe Public?

A common debate among organisations
interviewed for this work was the merit
of staffing threat intelligence teams
with people who have traditional intelli-
gence experience. Opinions were divid-
ed, with some organisations believing it
to be animportant factor in the success
of the team, and others not thinking it
particularly necessary. Some aspects
of building a threat intelligence team

or function in the business can benefit
from an understanding of traditional
intelligence and reporting; however,

as with most recruitment, it probably
comes down to the individual’s specific
skills and experience, rather than just
where they have worked.

mwrinfosecurity.com | CPNIl.gov.uk | cert.gov.uk
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Need to Share

In the world of traditional intelligence,
‘Need to Know’ is a well-established security
principle. By restricting information to
those who genuinely need it, you reduce
the data stolen when an individual’s access
(or a specific computer) is compromised.

In today’s world of effective and motivated
attackers, often with nation-state funding
and resourcing, such security principles are
highly important when it comes to limiting
information loss.

However, in the world of threat intelligence
there is an equally important ‘Need to Share’
principle. All subtypes of threat intelligence,
if shared, will aid other organisationsin
defending against attacks. By establishing
sharing communities and relationships,
everyone can benefit from each others’
intelligence. A company can be damaged
when arival business’s computers are
hacked, since the information stolen can
often be used against other organisations
in the same sector; and if a nation state is
keen to support its own companies by such
means, the impact of information theft

will end up hurting all companiesin the
competing UK market.

Furthermore, many attacks do not target
a single organisation in isolation, but
rather target a number of organisations —
oftenin the same sector—and hence
discussion and understanding of attacks
can be valuable to all related businesses.
As entire communities are attacked, those
communities need to defend: the aim is to
raise the bar and constantly increase the
cost to attackers.

How to Share

The various types of threat intelligence

will need to be shared in different ways®
(more detailed advice is given later in this
document). However, effective sharing
requires trust, as the shared information
might be sensitive — for example, revealing
that you have been attacked. Trustis also
important on another level, as it is generally
unwise to allow threat actors to learn what
you know about them, lest they change their
methods. The attackers might have realised
that their tools aren’t ‘phoning home’, but
this doesn’t mean they know how you're
managing to stop them, and hence what
they need to change.

For these reasons, closed and trusted
groups can enable deeper sharing than
would otherwise be possible. The groups
can take many forms: for example, there
are information exchanges for different
industries run by parts of the UK
Government and there is the online

CiSP portal, which ensures that members
are legitimate individuals at approved
organisations. Various industry sectors
have groups that share information,
sometimes via a forum, sometimes simply
by means of an email list. There are also
less official groups, such as those set up on
general online forums. The more a group
can trustits members and the security

of information within the group, the

more effective the sharing tends to be.
Organisations are recommended to seek
out such groups and, if none exist, to
consider creating them. Supporting these
groups by encouraging staff to contribute
isalsoimportant.

Some of the most useful sharing,

however, can come from trusted personal
relationships with similarly placed people

at other organisations. This is obviously not
scalable and it can take time to build the
necessary trust, while the sharing needs

to be mutually beneficial in order to
succeed. Nevertheless, the value of such
relationships should not be underestimated,
and should even be directly supported.
Attendance at networking groups and
information exchanges can prove useful,
but there are also small ways to help develop
these productive relationships — such as
allowing threat intelligence team members
to charge meals out with counterparts as a
legitimate business expense.
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What Prevents Sharing?

There are two common reasons cited

by organisations for not sharing threat
information with others. One is the belief
that they have nothing worth sharing; and
the second is that their competitors might
use the information against them. In some
sectors, even a rumour of compromise
can influence purchasing decisions or
market valuations.

The concern about a lack of information
to share might be valid if the organisation
is fortunate enough not to be under
attack. However, this is an increasingly rare
situation and it’s likely that, if looked for,
there would at least be signs of attempted
attack to share. Signs of attempted
compromise can be particularly useful
threat intelligence, as even if an attacker
didn’t —for example — successfully
compromise one organisation through
SQL injection, it might well be luckier with
anotherin the same market sector. It can
therefore be incredibly useful to share
instances where defences have proved
successful, as others can consider
implementing those same defences.

Concerns about the risk of revealing a
weakness to one’s competitors is natural
and it would be wise for companies to ensure
they do not reveal information that could
have a negative business impact unless the
benefits are clear. Ideally, trust needs to be
built up, either within groups or with specific
individuals, to engender confidence.

An organisation needs to feel confident
that a competitor’s defenders will act on

the information given without revealing
anything sensitive that might be misused

by their colleagues —for example, the sales
force. The continued benefits of playing by

the rules should outweigh the single-
instance benefit of betraying trust.

Organisations also need to be able to
trust their own employees involved in
the information-sharing arrangements.
The ideal employees for such activities
are individuals with a high degree of
personal integrity and sufficient social
skills to avoid the risk of oversharing;
plus, of course, it’s worthwhile selecting
employees who are unlikely to leave the
organisation in the near future.

In some industries, even the faintest whiff
of suspicion that a company has been
compromised is likely to influence buyers to
go elsewhere. In these cases, organisations
might do well to use trusted third parties to
anonymise and distribute the information,
so that communal benefit can be gained
with minimal reputational risk. CERT-UK is
able to act as a third party, as are private
sector organisations — for example,
companies involved in the Cyber Incident
Response (CIR) service®.

Vulnerability Assessment
and Threat Intelligence

Some organisations include vulnerability
assessment within the scope of the threat
intelligence function. The threat intelligence
function might even have grown out of the
team that manages vulnerabilities. This

can make sense as, in both cases, ateam s
tasked with finding information on the wider
internet, analysing the information to decide
whether it applies to the business, and then
acting upon it. Organisations can even

be tempted to regard a vulnerability
notification as ‘threat intelligence’.

The distinction between vulnerability
information and threat intelligence is
subtle. That a vulnerability existsin a
product used by the organisation is
important information, and requires action,
butit’s not information about a particular
threat. However, information that a
particular attack group is exploiting a known
vulnerability, such as was seen shortly after
the Heartbleed security bug was released'®,
is tactical threat intelligence.

Whether or not the same team handles
vulnerability assessment and threat
intelligence is up to the individual
organisation, but care should be taken to
avoid blurring a team’s aims to the detriment
of its function. Vulnerability assessment
should be an on-going, business-as-usual
function to detect known vulnerabilities that
could have arisen through missed patching
or misconfiguration. Threat intelligence
should be responsive to evolving
requirements —with clear tasking.

Interaction between threat intelligence and
vulnerability assessment is often desirable.
If, for example, the threat intelligence team
identifies that a particular vulnerability is
being actively exploited, especially when
there are indications that exploitation is
occurring within the organisation’s own
industry sector, it should trigger an out-
of-band vulnerability assessment to ensure
that any such attack on the organisation
will fail. In this example, monitoring teams
should be advised to look for indications

of exploit attempts, as this could reveal

an attacker’s intentions — highly useful
information.
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Collecting, Using
and Sharing

The four subtypes of threat intelligence
proposed by this paper are very different
in terms of their collection, analysis and
consumption. This section will address
each in turn, providing guidance on how
to collect, use and share the intelligence
to best effect.

Strategic Threat Intelligence

Definition

Strategic threat intelligence is consumed by
high-level strategists within an organisation,
typically the board or those who report to
the board. Its purpose is to help strategists
understand current risks, and to identify
further risks of which they are as yet
unaware. It deals in such high-level concepts
asrisk and likelihoods, rather than technical
aspects; anditis used by the board to

guide strategic business decisions and

to understand the impact of the decisions
that are made.

The intelligence is often in the form of
prose, such as reports or briefings —either
at meetings or one-to-one with senior
management and board members. Ithasa
high-level and business focus that is used
to guide strategy.

How to Set Requirements

C-level executives (CEO, CFO, CIO, etc.) and
the board require a level of understanding as
to which decisions might be linked to cyber
risks. In lieu of this understanding, threat
intelligence team members need to ensure
that they are themselves aware of the sorts
of decisions being made, and proactively
advise senior management and the board.

Decisions that might have cyber risk
implications should be used for setting
requirements. These decisions could be

related to adversaries, such as when
entering foreign markets, partnering or
supporting ideological groups, making
ideological statements / taking ideological
positions, purchasing or being purchased
by foreign organisations, or setting up
foreign offices. Alternatively, the decisions
might be related to information exposure,
such as strategic directions that affect how
information is stored and used within the
organisation — for example, outsourcing

an IT function. Itis important for boards to
understand that such decisions can affect
risk. The threat intelligence function can
then be tasked with finding answers to help
the decision-making process.

Setting appropriate requirements is
crucial to a good outcome in all forms of
intelligence, but this is particularly true

of strategic intelligence. If the threat
intelligence team is tasked with the
following: “We are going into businessin
this new country; tell us their capability
and which groups will attack us, and how,”
it will not result in a useful intelligence
product. The requirement blends a
number of different intelligence types

and, significantly, it is simply not possible
for a non-government entity to legally
gather much of the operational information
required to discover whether groups would
attack. To do so would probably require
communications interception and human
sources within the attack teams. There are
similar issues when it comes to identifying
an attack group’s capability and further
challenges in deciding what the information
actually means to the board.

A better requirement would be, “We are
going into business in this new country.

Do we believe that is likely to resultin
attacks, what are the typical outcomes of
those attacks, and what would be the cost
or effort required to appropriately defend
against such attacks, should we choose to?”
Arequirement phrasedin such a

way allows a threat intelligence team to
prepare realistic advice based on what

can be ascertained, rather than seeking
difficult orimpossible-to-obtain answers,
with the probable result of purchasing
suspect and hard-to-corroborate
information from a provider.

Those involved in threat intelligence will
need to work with the intended recipient

to ‘drill down’ on what, exactly, they need
to know — and with how much confidence —
before progressing to the next stage of

the Tl cycle.
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How to Collect

As strategic threat intelligence is high-level,
the majority of the collection sources will be
high-level as well. They are likely to involve:

High-Level Geopolitical Assessment

Trends in country strategies, ambitions,
priorities and other high-level information
can help inform strategic analysis. Is usually
coupled (at analysis stage) with observations
of malware or attacks thought to be

related to the country, to create a picture

of cyber activities.

Information to feed analysis will therefore
come from high-level sources. These might
include an analysis of policy releases by
nations or groups of interest, news stories
in domestic and foreign press, and news
stories in subject-specific press, such as
financial papers. Articles published in
journals by high-ranking personsin the
nation or group of interest can also provide
useful indications of intent or capability.

Much of the information needed for analysis
can be collected from what is commonly
called open source intelligence (OSINT), in
other words searching publically available or
‘open’ sources. It has been reported thatin
mixed-source reports (i.e. information from
anumber of different sources, including
both OSINT and secret sources), open
source intelligence regularly provides

80% of the content™. This can be a highly
rewarding area of collection and should

be actively pursued'?. For deeper insight,
organisations are advised to ensure they are
not limiting searches to their own language
or with a bias towards their own language.
Using search engines from the nation of
interest and the increasingly powerful
translation engines provided by the likes

of Google and Microsoft Bing can enable
searching and collection of news stories,
articles, policy, etc. directly from the nation
or foreign group of interest. Even the foreign
language versions of Wikipedia can contain
far more relevant information than does the
English language version.

Staring Into the Abyss

Organisations should be aware of the
searches and investigation techniques
that can be detected by an attacker,

as particularly astute attackers might
well be looking for indications that
their activities have triggered an
investigation. For example, attackers
can monitor VirusTotal (www.virustotal.
com) to ascertain when malware they
have created has been uploaded —
suggesting that someone is
investigating that malware'. Even
visiting a website can tip off the owners
that someone has visited a certain
page, and it’s not unknown for
interesting-sounding pages to be
created, simply to provide an alert
when they are accessed. Technical
staff who understand privacy and
digital footprints are best placed to
create guidance for acceptable (and
unacceptable) investigation techniques,
with the aim of helping to train
investigators.

Collection (and analysis) of strategic
information can be challenging and it does
require a socio-political mindset rather
than a technical one. With such a huge
number of sources available, identifying
those that are useful —and reliable — can be
problematic. How do you find the military
journal in which a senior commander once
published an article on what he saw as

the future of cyber-enabled conflict?

How do you then establish whether that
commander’s viewpoint represents a
trend or intention, or just one man’s
dream? Hence many organisations prefer
to purchase analysis from strategic
intelligence providers.

These providers attempt general collection
and analysis to create products they feel

will be useful to a large proportion of their
clients. However, since they are producing
arelatively broad product, the purchased
analysis must be treated by an organisation
as collected information (i.e. not as analysis),
which is then itself analysed by the

organisation’s own threat intelligence team.
Anotherissue for analysts to consider is
the reliability of the information. Strategic
intelligence is hard to ‘do’ well and some
vendors have not been above selling
unreliable or poorly verified intelligence —
and then citing the need to protect their
sources if a client challenges the collection
or analysis. Careful analysis of these
products is therefore important.

Security Industry White Papers

A major source of information to help
inform strategic analysis comes in the form
of white papers and blog posts covering
particular attack campaigns or threat actors.
Anincreasing number of such papers are
being released and the information can help
to build a picture of attack groups and their
targets. Reports typically lend themselves
to tactical and technical analysis, yet can
also contribute to strategic intelligence

and are therefore worth including in the
collection process.

Human Contacts

Human contacts can be extremely useful
when collecting for strategic intelligence.
Contacts at similar organisations, or
organisations in other sectors that have
been in similar situations, can provide
valuable information on attacks and threats.
This can be seen as the receiving side of
‘Need to Share’.

The depth of information provided by
contacts will no doubt be proportional to
the level of trust in that relationship, and

so these relationships are worth building
and maintaining (see ‘Need to Share”),
even when no information is currently
being sought. Information should be
treated sensitively and, unless there are
specific reasons to do so, it is often better
not to attribute the information received
to particularindividuals. If it is necessary to
identify the source, then that information
should itself be reliably protected. This is
important in engendering bilateral trust, so
that individuals will feel inclined to help your
threat intelligence team build a picture of
the threats.
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Peers, Not Agents

Human sources are a traditional

focus of intelligence, and are often
considered when mapping intelligence
theory onto threat intelligence.
However, it’s important for
organisations to take care when using
human sources, and not be drawn into
‘playing spies’. Attempting to cultivate
either human sources in an attack
group, or those who can inform on

an attack group, is —for a private
organisation — ethically dubious,

to say the least. It also risks interfering
with existing investigations.
Organisations are strongly advised
instead to focus on human sources in
the form of peers, friends and contacts
in relevant organisations, with whom
it’s possible to build mutually beneficial
sharing relationships.

How to Analyse

Strategic analysis is a long-established

but complex field —and it can be a highly
challenging one, since it’s rare to work with
absolutes. Instead, it’s more usual to deal
with trends, observations and perceived
intentions'. Analysis for strategic
intelligence purposes requires more
expertise than in other areas of intelligence
and probably a wider range of collected
information, of varying levels of relevance
and reliability.

Analysis and collection are likely to be
tightly linked, with lines of inquiry and
trends identified and then tested by
collecting new information.

Organisations will often hire people with
expertise in traditional intelligence or
socio-political analysis and then teach
them the cyber components necessary to
perform effective subject-specific analysis.
Alternatively, technical staff in the threat
intelligence team can be trained in
analysis; however, this latter approach
tends to require a great deal of reading
and understanding of the sociological
and political background.

Meta-analysis is often a useful component
of strategic intelligence, whereby results
from arange of analyses are combined and
reconsidered in an attempt to yield new
intelligence. This can be particularly useful
with, for example, technical white papers
that come through the team. By analysing
the white papers, trends might be identified,
such as a particular piece of malware that
isincreasing in complexity and code quality
with each iteration —suggesting active
investment and development by the
responsible group. In this case,
developments in other areas of the group’s
capability are likely, and potentially in its
target selection, and collection can seek
evidence to support or disprove this theory.

Attribution in cyber attacks is often
difficult’. Hence, while they can sometimes
prove useful, any stated attributionsin a
report should be regarded with some
caution. The reported range of industries
to be targeted should also be treated
cautiously, unless the methods for
ascertaining victims is open to scrutiny.

On multiple occasions, MWR InfoSecurity
hasinvestigated attacks on clients that were
very likely to be part of campaigns reported
by others, yet the victim’s industry did not
appear anywhere on the lists of targeted
industries. This suggests that, in many
cases, reports of threat actor activity have

a limited view when it comes to the extent
of the campaign.

Production and Use

The threat intelligence team should be
working to tight requirements in terms of
what to produce. Strategic intelligence is
best used by high-level decision-makers,
who will be consuming a great deal of
information as part of their decision-making
process, hence the product will generally
need to be short and concise. In some cases,
it might be no more than a couple of lines.

Informal strategic intelligence requests
should also be expected and supported.
Once the team has become experienced,
itis more likely to be asked for analysis and
comment informally — either by the board or
by the security function of the organisation.
In such cases, the product of the intelligence
might simply be an email.

Products are typically focused on business
impact and risk, while a discussion of
technical details is best avoided as it’s rarely
useful to the board. Where the accuracy

of the information can’t be guaranteed,

this should be indicated to the product’s
consumer and, where appropriate, a
confidence level in the information given.
Consumers will also need to understand
whatis, andisn’t, a realistic request or task.
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Confidence is Key

Inintelligence analysis there will rarely
be certainty. In many cases, analysis
will have to focus on a small number

of sources, or even a single source of
potentially questionable quality. Hence
communicating the confidence of a
statement is of key importance, with
an agreed language consistently used
by those producing threat intelligence
reports —and understood by those
reading it. Organisations are advised

to maintain an internal document that
explains exact definitions of such terms

FYRRTS 2w

as “we know”, “we suspect”, “we
believe”, “high possibility”, “may”, and
so on. Staff with previous experience
in traditional intelligence are likely to
have an advantage in helping to design
such vocabularies. As an example,
page 6 of the 2014 ‘Targeting US
Technologies’ report by the US
Defense Security Service (DSS)" gives
descriptions of how confidences are
derived before using the terms.

For “High Confidence” statements,
phrases such as “well-corroborated
information from proven sources”,
“minimal assumptions”, or “strong
logical inferences” generally indicate
that the DSS based its judgements on
high-quality information, and/or the
nature of the issue made it possible to
render a solid judgement.

How to Evaluate

Strategic intelligence should be
evaluated as to how well it supports
senior decision-makers: is it accurate,
impactful and timely?

Accuracy can be difficult to assess in
absolute terms, as we might never fully
understand a remote situation, butit’s
usually possible to assess a productin terms
of the team’s stated belief in its accuracy.

(If the threat intelligence team believes

it's 99% accurate in all reports and the last
three reports have proved to be inaccurate,
however, there could be issues with the
team’s faith in its own work.) As for the
product’s impact, the question is how useful
the productisin supporting decisions

and how directly it matches the stated
requirements. Timeliness is simply whether
the information is delivered to the consumer
quickly enough —and in a useable form.

How to Share

Strategic threat intelligence itself is rarely
shared, as the details could well reveal the
organisation’s plans. Generic strategic
intelligence, meanwhile, is unlikely to be
of much use to other organisations.

Instead of sharing strategic intelligence,
organisations are advised to focus on
sharing other types of intelligence.

The threat intelligence team at another
organisation can then analyse what is
shared to turnitinto strategic intelligence
relevant to its own business.

Some sensitivity will still be required. For
example, if your organisation is operating in
country Xand it receives an attack believed
to be conducted by country X, that could be
very useful information for other companies
operatingin, orintending to operate in, that
country. Sharing that information will not
leak strategy but might, if shared incorrectly,
lead to other problems: for example,
political issues with the government of the
country in question. Sharing needs to be
carefully evaluated to ensure that such

risks are mitigated.
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Operational Threat
Intelligence

Definition

Operational threat intelligence is actionable
information on specific incoming attacks.
Ideally, it informs on the nature of the attack,
the identity and capability of the attacker —
and gives an indication of when the attack
will take place. It is used to mitigate the
attack: for example, by removing attack
paths or hardening services.

How to Set Requirements

Consumers of operational threat intelligence
naturally desire intelligence on all groups
that might attack them (with corresponding
details of when and how they will attack).
However, it is important that organisations
focus on operational intelligence that can
feasibly be obtained, as in-depth information
on nation-state attackers is not a realistic
requirement for private companies.

Collecting operational intelligence requires
penetrating the attacking groups or their
communications, and requirements should
be limited to groups where this is possible.
Some organisations might find they are
targeted by groups that communicate
relatively openly about their intended
attacks. These are likely to be ideologically
motivated groups, rather than financial or
espionage-focused groups that typically

communicate using far more secure means.

Requirements should therefore be based
around producing intelligence on specific
groups, supported by consultation with
the threat intelligence team to ensure the
requirements are reasonable.

ATTACKS CAN BE A RESULT OF MEDIA COVERAGE OR EVENTS
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How to Collect

Collecting operational intelligence in
traditional domains will include such
activities as recruiting human sources within
groups, and the compromise of the groups’
communications. However, operational
threat intelligence for private entities is
necessarily restricted, as the majority of
methods of collecting such intelligence
would be illegal — or at best immoral — for a
private company. Organisations intending
to conduct monitoring operations are
advised to take legal advice before doing
so. Monitoring open communications by
groups is more likely to be legal than

other methods, although organisations

are nevertheless recommended to seek
advice in these cases too.

Activity-Related Attacks

In some cases, recurring attacks could

be related to real-world events, such as the
activities of an organisation or those the
organisation is related to, supports, or
finances. This is a well-understood
phenomenon in physical security, where
—for example — premises are attacked in
response to certain triggers, and the same
can be true of cyber attacks. Analysts should
collectinformation regarding attacks,
particularly those that are seen to repeat
—such as DDoS attacks —and attempt to
analyse whether they can be correlated

to activities or events. Indicators that the
attack was about to begin should also be
sought: for example, social media posts.

Chat Rooms

Some ideologically motivated groups
discuss plans in chat rooms. However,
groups are often aware that these rooms are
monitored and hence discuss more targeted
operations in private chat rooms. It can

be difficult — operationally and legally —to
obtain access to these rooms, meaning that
many organisations will be limited to the
more public rooms that are used to discuss
larger-scale attacks: typically those that
require a large number of participants,

such as DDoS.

Organisations intending to actively
collect by, for example, participating
in chat rooms or forums, might wish

to ensure that such activities are
conducted discreetly. This could mean
using non-attributable IP addresses
and preventing the leakage of other
indicators.

Organisations should be aware that some
chat rooms used to discuss wide-ranging
attacks are in foreign languages, pushing up
the cost of collection.

There are threat intelligence vendors that
sell collected information from both public
and private rooms, and potential buyers
need to ensure that the information being
purchased is both legal and relevant to their
business. The temptation to have vicarious
access to ‘closed sources’ can sometimes
override good judgement when it comes to
whether the information is actually useful.

Social Media

Another means of gleaning operational
intelligence is to monitor social networks
for mentions of your organisation in relation
to a planned attack. For example, Twitter has
awell-documented APl that can be used to
set up a streaming feed'®, where all public
tweets that match specific search terms

are delivered through the APl —and can
then be consumed and filtered by scripts.
Alternatively, the feeds of specific
individuals who might tweet threats

against your organisation can, once
identified, be followed.

Some vendors offer services that monitor
social networks for mentions of your
organisation, with the aim of reporting
potential attacks.

How to Analyse

Collected details of attacks are worth
scrutinising for signs of activity- or
event-correlated attacks. In other words,
analysts should attempt to identify whether
they are part of a pattern related to events
or activities, or to reported activities in the
news. It’simportant to be aware that attacks
could be related not to activities by the
organisation itself, but to those of partner
organisations or groups/individuals that are
in some way linked to the organisation.

Where operational threat intelligence is not
events-based, it is likely to focus on social
network posts and chat room conversations.
These sources will typically be high

volume, with a great deal of ‘noise’, hence
organisations are advised to develop

scripts that identify messages of

interest. These scripts will require evaluation
and modification until they can produce
actionable information. It can also be useful
for analysts to hunt through the collected
information manually to identify indications
of attacks, and then develop scripts that
ensure similar messages would be extracted
in future.

Groups sometimes use either codes

or simply slang that obscures meaning.
In many cases, these involve simple
substitution, where a slang name is used
for a certain target or type of attack.
Analysts will want to ensure that they
keep up to date with codes and slang,
and that analytical scripts and wordlists
are likewise updated.

Another thing to be aware of is that
individuals tend to change aliases on a
regular basis and analysis needs to take
that into account. This might require more
advanced tracking, such as linguistic
analysis, or timeline analysis (where the
disappearance of one ‘person’is swiftly
followed by the appearance of another).

Deeper analysis can be effected by
combining operational threat intelligence
with other forms, for example tactical, to
ensure that there is understanding of
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groups’ methodologies and capabilities.
This can be combined into the operational
threatintelligence output (the report or
notification) to provide more information on
the expected form and scale of the attack.

Production and Use

Operational threat intelligence can
sometimes provide warning of future
attacks, such as a planned DDoS at a specific
time or at the same time as another event.
This provides the opportunity to ensure
appropriate defences are in place that will
both withstand the attack, and monitor/
evaluate the nature of the attack in the hope
that it will leak information about those
behind it. However, intelligence is rarely
perfect, so operational threat intelligence
products should be phrased in such a way
as to take this into account —with an
appropriate indication of the level of
uncertainty in the product.

Often, there is no significant warning of
an attack, which might be only minutes
away. To deal competently with these
circumstances, organisations would do
well to plan for, and rehearse, reacting to
operational threat intelligence in short
timescales. This is likely to involve readily
accessible contact details for on-call staff
and service providers, with escalation
paths pre-planned.

How to Evaluate

Operational threat intelligence is relatively
easy to evaluate. If the intelligence was able
to forecast an attack and, as a result, the
attack was partly or wholly mitigated in time,
then the intelligence was successful. It is
more likely, however, that incoming attacks
were not forecast and it can therefore be
useful to conduct some root cause analysis.

In the majority of cases, the conclusion will
be that collecting the necessary information
to provide forewarning would not have been
possible or legal. Where it would have been

possible, an investigation of the collection
and analysis process will help to identify
opportunities for future improvement.
However, on-going operational threat
intelligence efforts should be strictly
evaluated as, despite the alluring promise
of suchintelligence, in reality there are
few circumstances where good, actionable
information is obtained —and resources
might be better focused on other types
of threat intelligence.

How to Share

Operational threat intelligence can be
shared with others if it will provide them with
advance warning of attacks. For example,

if —during collection efforts —it’s noticed
that the groups under observation are
planning to target another organisation,
then that organisation can be alerted to

the threat. In such instances, it can prove
difficult to find reliable contact details for the
appropriate individual to warn, in which case
CiSP might be a useful route. The individual
could have their own account on CiSP, or
other members of CiSP might well have
contact information.
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Tactical Threat
Intelligence

Definition

Tactical threat intelligence can be one of the
most useful forms of intelligence in terms of
protecting the organisation. It is defined as
information that concerns the tactics used
by threat groups —including their tools and
methodologies —and is often referred to as
Tactics, Techniques, and Procedures (TTPs).

The aim of tactical threat intelligence is to
understand how threat actors are likely to
attack the organisation, and to map this
understanding to the ways in which the
attacks can be mitigated or detected. For
example, the reports that many groups use
Mimikatz to extract plain text credentials
from compromised hosts should inform
policies on how administrators perform
remote administration of machines, and

how accounts are configured on the domain.

Tactical threat intelligence is consumed by
defenders such as architects, administrators
and security staff.

How to Set Requirements

Requirements should focus on
understanding the tactics used by threat
groups, particularly those groups that are
believed likely to target the organisation.
The requirements might relate to collection
events, such as “Provide tactical threat
intelligence to the relevant consumer three
days after the release of a report on CiSP”,
or they might be driven by planned
maintenance, development or purchasing.
For example, if a domain refresh is planned,
the threat intelligence team could be tasked
with providing information to the domain
administrators and architects on attacks
seen against domains and how they can

be mitigated.

How to Collect

Collection is likely to come from mid-level
sources, such as reportsinto attack
campaigns. Tactical threat intelligence
requires focusing on the tactics of threats,
hence collection should focus on sources
that give insight into these tactics.

Attack Group Reports / Campaign
Reports

In the current environment, reports on
attack campaigns or specific actors are the
most commonly available sources able to
provide details on tactics and tooling, and
efforts should be made to collect all that are
available. Keeping abreast of documents
posted on CiSP that have been curated by
the community is an easy and effective
way to collect the majority of reports.
Alternatively, for those without access to
CiSP, a Git repository is available at https://
github.com/kbandla/APTnotes; although
it should be noted that the content of the
repository cannot be guaranteed.

Malware

Analysing malware samples from groups
that have attacked the organisation or
similar organisations can yield information
on tactics and tools. Malware can be
collected from feeds (either free or paid-for)
that accumulate and distribute malware,
while a number of websites exist that provide
malware samples. Alternatively, a number

of groups conduct malware analysis and
release reports, which can be collected.

Incident Reports

Reports of incidents can be useful in
informing analysis for tactical threat
intelligence. In some cases, these will be
formally published incident reports such as
appearin forums. However, informal reports
can also be useful and worthy of collection.
These can take the form of conversations
with defenders or investigators on the
nature of attacks and the trends in
methodologies.

How to Analyse

All collected sources should then

be analysed to extract indications of
tactics. White papers and reports can
be deconstructed to identify the use of
particular tactics and tools. Specifically,
analysts should attempt to identify:

Modus Operandi and Exploited Issues

Analysts should attempt to understand how
threat actors are operating when attacking
networks. For example, how did the
attackers initially gain access, how did they
escalate privileges, how did they move
laterally in the network, how did they gain
access to the data they sought, and how did
they extract the data? For each step in the
process, attack groups —and even individual
attackers —will have patterns of behaviour.
Typically, these patterns exploit common
issues on corporate networks, such as flat
networks with no segregation, or privileged
accounts used to log into workstations.
Analysts should seek to identify the issues
exploited by attackers and ascertain
whether those issues are present on

their own networks'.

Where technology refreshes are planned,
such as new file systems, networks or
domains, analysts would be wise to attempt
to understand common attacks against
those systems, to provide guidance to
systems administrators and architects in
making the systems more secure from

day one.

Tools

Intelligence on the tools used by attackers
can inform both detection and protection,
and incident response and protective
technologies should aim to identify them
as clearly as possible. It is highly unlikely
that crude detections such as MDS sums
will work, and so detection should focus on
methods such as well-written YARA rules.
Attackers commonly modify open source
tools to avoid trivial detection.

Understanding the capabilities of the tools
in use is also important. Analysis of malware
canyield such intelligence, in other words
the information they might be able to obtain
—for example, Mimikatz canyield cleartext
passwords. Some attack groups have been
seen with tooling that exploits MS14-058
and provides local privilege escalation,
giving attackers higher privileges on
vulnerable systems?°. Many attackers use
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publically available Remote Access Tools
(RATs), which is intelligence in itself, while
others develop their own. Custom

RATs should be analysed to identify the
information that attackers are trying to
obtain, and their capabilities in this respect,
to support detection and hardening.

Analysis of tools —and different versions
of those tools — can give an indication

of how advanced a particular actoris?'.
Aremote access toolkit written by a single
authorin Python, a highly accessible and
easy-to-learn language, suggests a far less
capable (and consequently less funded)
adversary than one written in efficient C++
(a more challenging language to learn)
with a complex modular and extensible
framework. Any change in an attack
group’s tools could indicate a change in

its intentions and resourcing?.

Analysts should aim to understand what
the tool can do, what it might be designed
to obtain, what the tool says about the skill
of its creators and users and, potentially,
who wrote it —although this can be difficult
to ascertain.

Communications Techniques

Analysts should attempt to understand the
C2 and data exfiltration channels used by
attackers, and map that information onto
their organisation to understand whether
itwould be detected or prevented. In

many cases, attackers use HTTP or simple
communications methods, but others

are more complicated; for example, some
attackers will use DNS as a command and
control channel. Details of communications
should be extracted from collected sources.

Forensic Avoidance Strategies

Analysts should be seeking insight into how
attackers are attempting to avoid detection
in their tools and actions. Although many
attackers do not make particular efforts

in this regard, a number take significant
trouble to avoid or delay detection. Analysts
are advised to identify the tactics used and
establish how defences can be adapted to

overcome these strategies.

Production and Use

Tactical threat intelligence should provide
advice to defenders, including network
architects, domain administrators,

system administrators and incident analysts.
Realistically, organisations need to allocate
security budget and resources carefully,

and tactical threat intelligence can help

this process by identifying the areasin
which security investment will mitigate
tactics used by genuine threats.

The products of intelligence should
therefore attempt to prioritise fixes for

the organisation’s security and inform
defenders as to how crucial it is to adapt
defences —as well as the likely impact of
failing to do so. In consequence, providing
an easily consumable product will

require a degree of understanding of the
organisation’s network plus, potentially,
liaison with consumers during the
production process. In some cases, it
might even be appropriate for the threat
intelligence team to provide the fixes, such
as the registry keys that will need to be
changed to prevent a certain type of attack.

Afrequently encountered problemis that
network and server operations staff typically
run close to full capacity, simply to keep the
organisation’s infrastructure running to a
‘business as usual’ standard. Buy-in at senior
level will therefore be necessary to ensure
that the threat intelligence productis

acted on, and that time and resources are
committed to implementing the required
changes. In some instances, it might

be appropriate to postpone changes to
coincide with planned future refreshes —

in which case, increased monitoring is
advisable in the interim period to

identify attacks.

Effective tactical intelligence can also
aidincident response, as if an attacker’s
methods of operating are understood,
responders can validate their observations
against what has been seen previously.

Where responders are having difficulty
following the attack through the network,
tactical intelligence can help to indicate
where the attacker might have gone or what
they did next.

How to Evaluate

The evaluation of tactical threat intelligence
should include an assessment of how well

it feeds into the defensive processes, and
whether the hardening recommended by
the threat intelligence team has mitigated or
allowed the detection of particular attacks.

Where successful attacks have occurred,
the methodologies of the attackers should
be investigated —and a conclusion drawn
as to whether the organisation should have
been aware of, and mitigated, the attack.
For example, if the attack used a previously
unseen or rare technique, then it’s unlikely
that collection would have been able to
provide intelligence.

How to Share

Sharing tactical threat intelligence helps
everyone in the community. Individuals
who do share such intelligence often find

it encourages others in the community to
come forward with similar reports, providing
yet more useful threat intelligence.

When an organisation has been attacked
(regardless of whether it was successful), it

is strongly advised that an incident reportis
released. Where possible, this should include
information on tooling, tactics and methods
of attack. The section ‘Need to Share’ covers
the ways this can be done while minimising
any negative impact on the organisation.
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Technical Threat
Intelligence

Definition

Technical threat intelligence comprises
technical details of an attacker’s assets,
such as tools, command and control
channels, and infrastructure. It differs from
tactical threat intelligence in that it focuses
on specific indicators and rapid distribution
and response, and therefore has a shorter
usable lifespan. The fact that an attacker
uses a particular piece of malware would
be tactical intelligence, while an indicator
against a specific compiled example would
be technical intelligence.

Common examples of technical threat
intelligence include MD5 sums of malware
or document lures, subject headers of
phishing emails, IP addresses for C2
endpoints or domain names used by C2.
Ideally, these indicators should come from
active campaigns that are currently being
experienced by other organisations.

By rapidly including these indicators in
defensive infrastructure such as firewalls,
mail filtering devices and endpoint security
solutions, organisations can seek to detect
attackers —either when they first attack,
orinthe early stages of an attack. By
searching logs of previously observed
connections or binaries, historical attacks
can also be detected.

A challenge frequently reported by
organisations attempting technical threat
intelligence is that the sheer quantity of
data can quickly become overwhelming.
In this case, the allocation of resources
needs to be carefully considered, with

the organisation perhaps becoming more
selective in the data it collects, or instead
deciding to build/purchase large analytics
platforms to cope with the quantity of
data. However, it’s important that resource
allocation and capability development is
continually balanced against an evaluation
of the benefits of technical threat
intelligence. It might be found that
greater benefits will come from investing
in other forms of intelligence.

There is much commentary in the security
community as to the usefulness of technical
threat intelligence, with some arguing that
it’s a highly effective way of preventing and
detecting compromise, while others doubt
its usefulness. The latter group likensit to
antivirus signatures, since attackers can
trivially adapt to ensure that their tools

are not recognised. There is also a concern
that large amounts of data sold as technical
threat intelligence lack contextual
information, and hence cannot feed

higher analysis and appraisal of sources.

Akey failing of technical threat
intelligence is that it’s relatively simple
for an attacker to target a specific
organisation in a way that ensures no
pre-existing indicators will have been
available. Modified malware, custom
network infrastructure and obscured
C2 communications do not require
great skill or resources, but still bypass
technical threat intelligence efforts.

Technical threat intelligence should be
consumed in an automated fashion and
placed into rulesets for network security
devices and endpoint security solutions.

How to Set Requirements

Setting effective requirements for technical
threat intelligence can be difficult, as it’s
very tempting to allow collection to drive
the process. Hence requirements are often
setalong the lines of “Process and react to
feed X”. This places a lot of faith in ‘feed X,
asitsuggests the feed is sufficient to meet
higher requirements. Instead, these higher
requirements should be explicitly set, for
example, “ldentify phishing emails being
sent to other companiesin our sector and
assess whether they are also being sent to
our staff”. Another requirement might be
to “Identify IP addresses that are seenin
attacks on similar targets to ourselves, and
ensure we are not connecting to them”.

Requirements should have a retrospective,
as well as a current, focus. In other words,
where possible, organisations are advised
to check whetherindicators can be
observed historically; for example, has

the organisation connected to an identified
IP address at any time in the past year —

not just this week.

How to Collect

There are various types of data that can

be classed as technical threat intelligence,
with some indicators harder than others
for attackers to modify in their attempts to
defeat signatures?®. This section deals with
the more commonly sought types.

Indicators are commonly collected from
feeds (paid-for or free), provided by third
parties as a result of their investigations

or derived by an organisation’s internal
investigators. For example, once an

attack has been detected, a good deal of
investigation can be done online (while
ensuring the threat actoris not alerted —
see ‘Staring Into the Abyss’ box-out on p14)
to derive other indicators of attack?®.

Malware Indicators

As a large proportion of attacks involve
malware, malware indicators are often
sought as threat intelligence. The most
commonly offered indicators are MD5 or
SHA-1 hashes of binaries believed to be
suspicious. However, it is trivial for an
attacker to modify their malware to avoid
detection: a single bit changed anywhere
in the binary will result in a different hash,
and so many adversaries will use open
source tools and make subtle modifications
to change the hashes.

Indicators such as created registry keys

or file artifacts can be more useful, as they
are less commonly changed by attackers.
However, it is still possible for the
adversary to give dropped files arandom
or pseudorandom component in their
name (for example).
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Figure 5: How hard is it for an attacker to modify malware so that a specific signature is no longer recognised?

Trivial Harder

—

MDS or
SHA-1 hash

Well-written
YARA rule

Filename of Registry keys

initial malware

Files dropped

created by malware

Many reports of campaigns will contain
indicators that can be consumed as
technical threat intelligence. Unfortunately,
these indicators will often be included in
PDF reports, hence collection involves copy
and pasting the indicators before formatting
them correctly. It can be worth contacting
the report authors to ask whether
machine-consumable indicators

are available.

There are a number of freely available and
commercial feeds of malware indicators.
Before collection, the content of feeds
should be evaluated to ensure they
contain actionable data, as should the
volume of data—in case collection
overwhelms analysis by virtue of the sheer
quantity of indicators to be consumed.

by malware

Notable Free Feeds

CiSP portal, maintained by the UK
Government, application process
required. www.cisp.org.uk

Critical Stack, aggregation of
freely available feeds by a consultancy.
https://intel.criticalstack.com

Open Threat Exchange, a forum to
exchange indicators maintained by
AlienVault, a SIEM vendor.
https://www.alienvault.com/open-
threat-exchange

mwrinfosecurity.com | CPNIl.gov.uk | cert.gov.uk



Threat Intelligence: Collecting, Analysing, Evaluating

Network Indicators

A number of different network indicators
can be collected as technical threat
intelligence, as malware frequently needs
to communicate with the attack group.
Attackers will operate nodes from which
to conduct attacks and will sometimes use
the same node for multiple victims. An IP
address that has been observed by others
functioning as a C2 node can therefore

be a useful indicator. However, attackers
will often use different IP addresses,
changing C2 nodes as they are discovered
or as computers become unavailable.
Malware will attempt to connect to a domain
name, which can then be pointed to the

IP address the attacker is currently using.
Where malware is using a hardcoded
domain, this can be a relatively useful
indicator but it’s quite common for

malware to use a domain generation
algorithm to avoid the need to connect to
the same domain twice. In such cases, a
domain name has little value as an indicator.

Another potential network indicator

can be found in C2 communications; for
example, the ‘Havex” malware was so called
asits C2 communicationsincluded the term
‘havex’. Such indicators can be more useful
to collect, as they require more effort for
attackers to change.

Figure 6: How hard is it for an attacker to modify malware communications so that a specific signature type is no longer recognised?

Trivial

IP address

Domain name

As with malware indicators, network
indicators can be found in white papers
and reports. Again, a number of freely
available and paid-for feeds exist; one feed
of particular note is the freely available
daily C2 list from CiSP.

Email Indicators

Alarge number of attacks start with

a phishing or spear phishing attack
containing either a document exploit or
simply malware disguised as something
benign, so email indicators can provide
useful threat intelligence. Attackers will
often ensure that emails are either targeted
or semi-targeted, hence generalist feeds of
spam email subjects will be less useful than
details of phishing emails sent to similar
organisations.

Exact URL accessed

Harder

Details of command
channel structure

Itis worthwhile contacting similar
organisations in an attempt to establish
relationships in which the subject headers or
otherindicators of suspicious emails can be
shared. Itisimportant, however, neither to
share nor to receive shared phishing emails
themselves, as there is always a risk they will
be opened. Indicators should be extracted
and only the indicators shared.

How to Analyse

The analysis of technical threat intelligence
will almost always be automated or heavily
automated. This is because indicators

will often have a short usable time before
attackers makes changes, hence rapid
filtering is important. Technical threat
intelligence is also typically high volume
and allows little meta-analysis, so is
well-suited to analysis by machine.
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Conversion Between Formats

Technical threat intelligence can be
transmitted in a number of competing
formats (STIX and OpenlOC are popular
choices?), and tools exist to convert

one format into another for easy
consumption?. Typically, IOC formats are
XML-based and readily parsed by scripts
into a format suitable for toolsets. Some
technical threat intelligence is offered in
formats that are native to specific tools —
for example, Snort or Bro IDS — and will not
require conversion. In some cases, however,
indicators might simply be a list of hashes or
IP addresses that require formatting.

Itis therefore recommended that at least
one member of the threat intelligence team
is able to script or program competently,

so that conversion scripts can be written
for new sources as they become available.

Technical Threat Intelligence Libraries

A concept that has emerged in recent times
isusing a ‘threat intelligence library’ to store
indicators and seek links between them.
This approach also allows an organisation
to detect attacks within logs and packet
captures that have been fed in?’. These
libraries are effectively large repositories
that often use so-called ‘big data’
technologies (such as data warehousing
and graph analysis) in an attempt to draw
links between types of technical threat
intelligence, allowing quicker response to
detected threats, as well as an historical
record of received |OCs.

A number of vendors offer paid-for
productsin this area. The Collective
Intelligence Framework (CIF)?, meanwhile,
isan open source project that focuses
primarily on network indicators. It is able
to consume a variety of sharing formats,
and allows an organisation to query and
output rules in formats suitable for
network appliances?.

Production and Use

The effective ‘product’ of technical threat
intelligence is the ruleset developed to
enable network or endpoint tools to detect
identified malware. There should be a
smooth process for pushing rules to devices
and software, and a well-established rollback
protocol. Asit’s not possible to vouch for
individual feeds, the potential exists for a
benign IP or MD5 hash critical to business
function to end up on a blacklist. Thus the
ability to roll back offending rules should

be well understood.

Malware indicators such as MD5/SHA-1
hashes can be detected either at network
ingress or on the host. Detection at network
ingress will require filtering or monitoring
of downloaded and emailed files. Bro IDS is
an open source tool that can facilitate the
extraction and hashing of binaries from
network traffic3’. Detecting indicators on
hosts (either hashes or more complex
indicators such as registry keys) is likely

to require endpoint security tools with
this feature.

Network indicators such as IP addresses
and domain names can be placedin

firewall ‘deny and log’ rules, or as rules

in network-based IDS products. This

will create alerts for any outbound
connections to those remote endpoints.
Organisations should be sure that they

are added to outbound rulesets, as
inexperienced staff occasionally forget that
connections will be initiated by malware and
hence will appear as outbound connections.
More complex network indicators, such as
the internal workings of C2 channels, will
require network IDS or network AV products
forinstances in traffic to be detected.

Email indicators, such as subject
headers, will require email interception.
Organisations using email filtering
services can add indicators to blacklists,
or a suitably placed Bro IDS instance can
be used to extract and filter subject lines
or otherindicators.

Organisations are strongly advised to use
technical threat intelligence to search for
historical compromise, either by giving
indicators to incident responders or by using
similar tools to those used to search for
current compromise. Searching for historical
compromise will require records of network
connections, binaries and emails received.

How to Evaluate

Technical threat intelligence can be a
complex endeavour —not to mention
expensive, if feeds and analytical solutions
are purchased commercially. It should
therefore be rigorously evaluated:
specifically, the number of prevented
attacks that would not have been
prevented by other means.

Many organisations appear to focus
significant proportions of their threat
intelligence effort on this one area.

This can prove inefficient, as by the nature
of technical threat intelligence collection,
attackers will always be able to avoid
detection by creating a more custom-
targeted attack. Evaluation should therefore
consider whether resources would be better
applied to other types of threat intelligence.

How to Share

Technical indicators should be shared with
other organisations wherever possible. This
can be done through forums such as CiSP,
trusted third parties, or via direct sharing.
Where possible, indicators should be shared
in a machine-readable format for which
other organisations’ threat intelligence
analysts can write parsers or converters,

if their tools do not accept that format®'.

Phishing emails are more usefully shared
with similar organisations in the same
sector, as they are often customised to the
sector. It’s therefore recommended that
this information is shared with trusted third
parties that have specific knowledge of the
sector, via sector-specific forums, or directly
with similar organisations. As mentioned
previously, the phishing emails themselves
should never be shared, only the indicators.
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Threat intelligence is at high risk of becoming a buzzword. With so many
disparate offerings and so much pressure to be ‘doing’ threat intelligence,
organisations risk investing large amounts of time and money with little
positive effect on security.

However, by taking threat intelligence back to its intelligence roots and
applying the same strict principles, a far more effective strategy can be
devised. As is the case with traditional intelligence, tackling cyber threats
demands rigorous planning, execution and evaluation. Only then can

an organisation hope to target its defences effectively, increase its
awareness of threats, and improve its response to potential attacks.

Much can be learnt from studying successful threat intelligence
programmes and, just as usefully, the common mistakes underlying threat
intelligence programmes that fail to deliver genuine business benefits.

It quickly becomes clear that effective threat intelligence focuses on
the questions that an organisation wants answered, rather than simply
attempting to collect, process, and act on vast quantities of data.

Yet it's vital to be asking the right questions in the first place. Hence
this paper looks in detail at the cycle of setting requirements, collecting
and analysing data, turning the results into a consumable product and
evaluating the usefulness of that product — which then feeds back into
asking ‘better’, more useful questions for the future.

There is also value in breaking down threat intelligence into subtypes,
depending on who uses it, where it comes from, and how much business
benefit it really offers. By relying too heavily on one sort — or the wrong
sort — of threat intelligence, organisations risk wasting effort, while leaving
themselves vulnerable to attack.

Resource and budgeting will always be an issue for commercial
enterprises, and it's important to realise that the most useful sources of
threat intelligence are not necessarily the most expensive. Enormous
value can be gained — for example — from sharing threat intelligence
with other organisations, and one-to-one human contacts can be one
of the simplest, yet most effective, sources of actionable information.
This paper therefore looks at the benefits to be gained from sharing
threat intelligence, and how to go about it without exposing the
organisation to unnecessary business risk.
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Quick Wins

This section offers examples of some
productive steps that can be taken with
only a minimum of staff and budget.

It assumes no specific current security
infrastructure, such as SIEM tools, IDS
tools or log aggregation and analysis.

It also assumes no current official threat
intelligence function within the business.

Organisational

® |dentify where threat intelligence
processes might be taking place
unofficially, and assess how they could
be better supported.

Strategic

Work with senior management to identify
current cyber threats as they perceive
them. Conduct open source intelligence
to determine whether those threats have
been realised in the past, and set up
Google Alerts or RSS Feeds to alert on
new information.

Liaise with peers in organisations in

the same industry sector to determine
whether there are other threats that your
organisation has not yet recognised.

With the aid of senior management, create
a list of all actors (companies, campaign
groups, countries, etc.) that would benefit
from access to your sensitive data — or
from your inability to function effectively.

Operational

® |fregular or repeat denial-of-service
attacks are being seen, use Google
to search for your organisation’s
name, but limited to those dates
immediately preceding the attacks.
The aim is to determine whether negative
coverage is leading to the attacks. If not,
attempt to identify other factors that
might be triggering the attacks.

Tactical

® |dentify organisations that are
producing incident response reports and
white papers on threat groups. Set up RSS
Feed alerts for new papers released by
these organisations.

® When a paper is released, extract from
it the key tactical indicators, such as the
initial mechanism of entry to the network,
tools or techniques used to move around
the network, and mechanisms used
for exfiltration. Carry out a paper
exercise to determine how susceptible
your organisation would be to those
techniques, and what changes are
needed to reduce that susceptibility.

® Consult architects and systems
administrators to identify planned
refreshes of technologies, environments
or key systems. Identify opportunities
to feed tactical intelligence into these
refreshes to mitigate attacks at the
design and implementation phase.

Technical

® Prepare alist of names and contact details
(including out-of-hours details) for the
people it would be necessary to contact
if your organisation received notice of an
impending attack.

® Obtain access to the daily C2 list from
CiSP or other free feeds, and place the
IP addresses in an ‘alert’ list on the
primary firewall or IDS. Review regularly
to determine whether outbound
connections are being made from within
your organisation and —if so —initiate
incident response.

Sharing

® |dentify a forum in which you already
participate, or in which you can readily
do so, and discuss threat intelligence with
the members of that forum. For example,
what they are currently doing in their
organisation, and what would they like
to be doing?

® |dentify appropriate peers in similar
organisations, preferably where there is
already a relationship and reasonable level
of trust. Arrange to meet to discuss your
joint perception of existing threats,
with the aim of developing the trust to
your mutual benefit.
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Functions of a Threat
Intelligence Team

The Board

THREAT
INTELLIGENCE
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Glossary
API Application Programming Interface — An interface PsExec A tool from Microsoft that allows running of commands
for programs or scripts to interact with automatically on remote machines. Used legitimately by systems
(i.e. without a human directly involved), used for administrators, but also by a number of attackers
exchanging information between remote programs
RAT Remote Access Tool —Malware to allow remote control
AV Antivirus of acomputer
Bro IDS An open source, highly flexible, network-based IDS RSSFeed RSS (Rich Site Summary) is a protocol for organising
— https://www.bro.org content so that new content can be detected
programmatically and delivered via a feed
C2 Command and Control — The mechanism used by
malware to communicate with those behind it SHA-1 hash Similarin concept to MD5 hash but 160 bit and
considered a better algorithm
CIR A UK Government-run scheme for companies
approved to conduct forensic investigations into SIEM Security Incident and Event Management — Software
attacks on government computers to allow correlation and investigation of alerts
CiSP Cyber Information Sharing Partnership — Snort An open source network-level IDS —
https://www.cert.gov.uk/cisp/ https://www.snort.org
CPNI Centre for the Protection of National Infrastructure YARA A pattern-matching tool for writing and matching
malware signatures — https://plusvic.github.io/yara/
DDoS Distributed Denial of Service — An attack to render
a service inoperable, conducted from large numbers
of attacking hosts
DoD United States Department of Defense
IDS Intrusion Detection System — Software working at
either computer or network level to detect signs of
compromise. Typically compares activity to a list of
known ‘bad’ activities
10C Indicator of Compromise — Typically a technical artifact
of malware or malware communications that can
indicate a compromise
MD5 hash A 128 bit representation of an input, where the same
input always produces the same output, but output
(the hash) cannot be reversed to discover input
Mimikatz Anopen source tool favoured by many attackers that,
among other things, can allow extraction of passwords
from Windows systems — https://github.com/
gentilkiwi/mimikatz
NDA Non-disclosure agreement
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Further Reading

An Introduction To Threat Intelligence
(CERT-UK 2014)

Overview of threat intelligence and different
sharing formats
http://www.cert.gov.uk/resources/
best-practices/an-introduction-to-threat-in-
telligence

Guide to Cyber Threat Information
Sharing (NIST)

A detailed overview of the challenges and
some solutions relating to sharing threat
intelligence
http://csrc.nist.gov/publications/
drafts/800-150/sp800_150_draft.pdf

10 Steps to Cyber Security (GCHQ 2015)
Aresource for business to help address the
10 most important areas with regard

to cyber security
https://www.gov.uk/government/publica-
tions/cyber-risk-management-a-board-lev-
el-responsibility

Maturity Model

Maturity models can be useful tools

that help an organisation to define what
success looks like —and then to break

it down into manageable stages. By
designing a model that supports and
codifies the organisation’s direction, those
involved in its implementation can gain
clear guidance as to the specific steps to
take. Maturity models also provide feedback
to teams implementing change, as they
can see their level of maturity in each

area progressing throughout the project.

Effective Threat Intelligence

(ContextlS 2015)

A partner work to this piece, covering pro-
tecting networks through threat intelligence
http://mwr.to/ctxti

The Threat Intelligence Cycle
(Krypt3ia, 2014)

Blog post covering the threat intelligence
cycle and an overview of the subject
https://krypt3ia.wordpress.
com/2014/10/02/the-threat-intelli-
gence-cycle/

Maturity models are best designed by those
within the organisation, clearly mapping
the successive steps needed to reach the
desired result. Given here are examples

of maturity models for the four types of
threat intelligence.

OSINT (Rohit Shaw)

Introduction to and overview of threat
intelligence
http://resources.infosecinstitute.com/osi-
nt-open-source-intelligence/

The Chinese People’s Liberation Army
Signals Intelligence and Cyber Reconnais-
sance Infrastructure (Stokes, Lin, Hsiao,
Project 2049, 2011)

An excellent example of how much insight
can be gained via open source intelligence
from foreign language sources
http://project2049.net/documents/pla_
third_department_sigint_cyber_stokes_
lin_hsiao.pdf
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Weapons of Mass Destruction, 2004
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pdfs/14_07_04_butler.pdf

2BlackHat US, Threat Intelligence Library
— A New Revolutionary Technology to
Enhance the SOC Battle Rhythm, Ryan
Trost 2014
http://mwr.to/rtrost

3The Blue Pill of Threat Intelligence,
Dave Aitel 2014
https://lists.immunityinc.com/pipermail/
dailydave/2014-October/000769.html

“Protecting Privileged Domain Accounts,
Mike Pilkington 2012
http://digital-forensics.sans.org/
blog/2012/03/09/protecting-privileged-
domain-accounts-disabling-encrypted-
passwords
See also Sysmon, Microsoft 2015
https://technet.microsoft.com/en-gb/
sysinternals/dn798348

5An Overview of the Intelligence
Community: An Appraisal of U.S.
Intelligence 1996, Commission on the
Roles and Capabilities of the United
States Intelligence Community
http://www.fas.org/irp/offdocs/int023.
html

¢Structured Analytic Techniques for
Improving Intelligence Analysis, US
Government 2009
https://www.cia.gov/library/center-for-
the-study-of-intelligence/csi-publications/
books-and-monographs/Tradecraft%20
Primer-apr09.pdf

7CiSP — Cyber-Security Information
Sharing Partnership
https://www.cert.gov.uk/cisp/

8Guide to Cyber Threat Information
Sharing, NIST 2104
http://csrc.nist.gov/publications/
drafts/800-150/sp800_150_draft.pdf

°CIR— Cyber Incident Response scheme
https://www.cpni.gov.uk/advice/cyber/cir/

""Open Source Intelligence: What Is It?
Why Is It Important to the Military?
0SS 1997
http://www.oss.net/dynamaster/
file_archive/040320/
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0SS1997-02-33.pdf

2The Future of Open Source Intelligence,
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